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Developments in Corpus-Based Speech Synthesis: Approachmg

Natural Conversational Speech

SUMMARY  This paper describes the special demands of conversa-
tional speech in the context of corpus-based speech synthesis. The author
proposed the CHATR system of prosody-based unit-selection for concate-
native waveform synthesis seven years ago, and now extends this work to
incorporate the resnlts of an analysis of five-years of recordings of sponta-
neous conversational speeech in a wide range of actual daily-life situations.
The paper proposes that the expresion of affect (often translated as ‘kansei’
in Japanese) is the main factor differentiating laboratory speech from real-
world conversational speech, and presents a framework for the specification
of affect through differences in speaking style and voice quality. Having
an enormous corpus of speech samples available for concatenation allows
the selection of complete phrase-sized utterance segments, and changes the
focus of unit selection from segmental or phonetic continuity to one of
prosodic and discoursal appropriateness instead. Samples of the resulting
large-corpus-based synthesis can be heard at http:f/feast.his.atr.jp/AESOP.
key words: speech synthesis, corpora, concatenation, paralinguistic infor-
mation, communication, affect

1. Introduction

In classical Newtonian science, we assume ceteris paribus,
that all other things being equal, we can alter one variable
and examine the effects of its change on all the other so-
called dependent variables. In much of the history of speech
science, this has been the paradigm of choice, but this view
ignores the multiplicity of interdependencies between the
variables and reduces their interactions to a mere mechani-
cal process. However, speech is a uniquely human means of
comunication that has evolved over the centuries to incorpo-
rate delicacies of not just linguistic, but also discoursal and
interpersonal factors for the simultaneous communication of
“both proposition and affect. Like global weather systems, it
is a massively complex system of interactions, but unlike
weather, each combination of variables can be interpreted
as displaying a complex meaning.

Recent advances in speech research have benefitied
greatly from the availablility of large corpora, rather than
having to rely on laboratory samples, and with the rapid
developments in computing facilities and the ready avail-
ablility of statistical software for analysis and modelling, we
have begun the explore the interactions in vive. The new
paradigm alllows us to examine speech in situ, and to model
its relevant variables not in isolation but in interaction. Of
course, the amounts of data required for such research are
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crders of magnitude greater than thoé'e required for Newto-
nian analyses, but since the tools and the methods are now
available, it is only a matter of time before the corpora are
produced and a new generation of models can be evalnated.
The speech signal is as much influenced by its exter-
nal environment as it is by its liguistic variables, and only
by corpus-based research can we begin to model the overall
effects of a given speech utterance.. Nowhere is. this more
important than in speech synthesis, wherte the machine pro-
duces sounds that are to be interpreted by a human (through
both ear and brain) as speech. Our long experience of inter-
preting speech sounds (which being probably pre-natal pre-
dates our experiences of vision, touch, and smell) has taught
us to interpret each and every variation as meaningful.
The current sparcity of paralinguistic and extralinguitic
information, and the lack of a model of their complex. in-
teractions results in computer synthesised speech soundmg
mechanical and “lacking in emotion”. There i is conmderable
research effort currently being concentrated into the synthe—
sis (and recognition) of emotlonal_ speech [1]-[7] but this pa-
per will argue that “emotion” is the wrong term. Based upon
our analyses of a very large corpus of spontaneous and eco-
logically well-situated conversational speech, we propose a
more complex but elementary framework for the spec1ﬁca—
tion-of aﬁect in interactive speech. .

2. The Phonetic View of Speech

In the phonetic view, speech is seen as made up of a se-
quence of basic sounds that are modulated by prosedy to
portray a given meaning. It is generally assumed that the
complex signal can be clecomposed into a sequence of ba-
sic components which can be sufﬁc1ent1y transcribed as
The prosodic modulation is presumed not to
have a direct effect on the phonemes themselves, but to
add an extra-segmental layer of information which indicates
how they should be grouped and interpreted [8]. Allophonic
variation is seen as predictable and derived from contextual
influences that can be predicted from the phone sequence.
In this view, the lingnistic framework of an utterance is
generally considered as defining all the relevant information
concerning its meaning and speech production characteris-
tics. Any extra-linguistic (speaker age, sex, size, health, etc)
or paralinguistic {speaker state, affect, emotion, intention,

- etc) information is considered to be incidental. An utter-

ance is considered to be well described by a narrow phonetic
transcription alone, and no prosedic information is required
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except for the special cases of accent marking, focal stress
and phrasal boundaries. Such a transcription can be substi-
tuted by its orthographic text equivalent with almost no loss
of essential information.

This phonetic view of speech has guided most 'of the
developments ini speech synthesis research {e.g., [10]-[20]).
D. H. Klatt, for example, cne of the early pioneers of com-
puter speech synthesis [21] produced tables of parameters
for.th_e-speciﬁc'atiou of each phoneme, with rules for their
interpolation and prosodic modification. His input was plain
text, and his research was carried out with the aim of devel-
- opinga “reading-machine”. The prosodic modifications of
thé phonemic sequence served to highlight phrasal bound-
aries-and semantic focus, by raising and lowering the pitch,
and lengthening or shortening the segment durations accord-
ingly. Little attention was given to voice quality issues ex-
cept to mark a change of sex or speaker.

3. The Affective View of Speech

In an affect-based view of speech communication [22]-[24],
the linguistic component takes a subsidiary place to.the
more social aspects of communication that are revealed by
the voice -and speaking-style parameters [25]. - Here, the
prosodic overlay begins to take on a more significant mean-
ing. - Rather than just signal or reinforce syntactic or se-
mantic relations that could perhaps be derived from the text
alone {which is how most speech synthesiser front-ends pre-

. dictthem in the first place [26]), prosody signals an affective

layer of communicative information that is superimposed on
the linguistic (or non-verbal) content.

In previous work [27], [28] we have proposed that any
given conversational speech utterance can be categorised
into either I-Type or A-Type classes, where I-Type indicates

-a predominance of propositional content, -and -A-Type in-
dicates a predominance- of -affect in the utterance. 1-Type
utterances can be safely.characterised by a transcription. of
their linguistic content alone. A-Type utterances, however,
can not be adequately understood from just their linguistic
content, and require in. addition a prosodic specification to
indicate the speaker-state and speaker-listener relationships
as displayed through significant variations in the speaking-
styles and voice qualities.

Being social entities, we humans do not talk _]llSt to con-
vey information, but also to form social bonds, to display
short-term and long-term relationships, and to simply enjoy
{or not) being together. Laughter, for example, is a com-

mon feature of interactive speech, but is not yet modelled.

in synthesis. All such interpersonal and discourse-related
information can be reliably conveyed by a sound recording
of an utterance and so must be physically represented in the
speech signal as well as controlled by the speaker to be per-
ceived by the listener. From this point of view, the linguistic
component of the speech assumes a distinctly lower degree

_ of importance, and prosodic information relating to speak-
ing styles-and affective display comes more into the fore-
ground. :
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4. Describing Conversational Acts

This work is based upon an analysis of the IST/CREST ESP |
Corpus which has been described in detail elsewhere (see for
example [29], [30] and related works). It consists (partly)
of long-term high-quality recordings of daily-life conversa-
tions in which informants wore head-mounted microphones
and recorded their spoken interactions with a variety of in-
terlocutors throughout the day for a period of almost five
years.

We now maintain that for the specification of a con-
versational utterance (i.e., a speech event) for concatenative
synthesis from such a very large corpus, we first need to de-
termine both the directionality and the function of the event;
i.e., whether that utterance is intended primasily to convey or
to elicit information (I-Type), or to display or elicit-display-
of affect (A-Type). We will refer to this below as the ‘AE’
{affect/event) component.

The I-Type event, amounting to about half of the utter-
ances in the ESP corpus, can probably be adequately spec-
ified by its textual representation alone, and current speech
synthesis technology is already capable of and well-suited
for such text-to-speech conversion. We'will not touch fur-
ther on such utterances in this paper.

~ The A-Type utterances are more text-independent and,
to predict how one ‘should be realised, we need to know
about the speaker listener reldtionships (both short-term and
long-term), the speaker-state (with respect to (a) emotions,
mood, health, and state-of-mind, and (b) current interest and
involvement in the dialogue), and thirdly, the intended ef-
fect or pragmatic force of the utterance. Note that ‘emo-
tion’, which-is a commonly-used term in the current speech-
technology literature, is relegated to a subcategory rather
than a dimension in-its own right.

In order to synthesise the A-type utterances, we need
to know first who is talking to whom, where, and why. An
utterance whose primary function is to display affect will be
either of a non-lexica) type (typically short repeated mono-
syllables, such.as “yeah-yeah-yeah-yeah-yeah”, or “uhuh,
uhuhuh”) or a common phrase, such as “Hi there, how are
you?”. These *social grunts’ make up as much as half of the
utterances in the corpus.

This display of affect as a speech event can be coded in
higher-level terms as a combination of the following three
features, or ‘SOE’ constraints: (i) Seif, (i) Other, (iii) Event,
as in Bq.(1) . which defines an utterance (U) as (probably
uniquely) specified by the realisation of a discourse event
(E) given context-pair self (S) and other (O).

U = E|(S, 0) a

where the feature Self can take different values (represent-
ing strong and weak settings with respect to the dimensions
mood and interest espectively) and the feature Other can
also take different values (representing strong and weak sct-
tings with respect to the dimensions friend and friendly re-
spectively (see below)), and the feature event represents a
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Table 1 Dialogue act labels used in the BESP corpus. The first three
columns are hierarchically ordered; the labels in fourth column apply only
to the ‘response’ and ‘backchannel’ categories.

| Direction | Category | Dialogue Act [ (Response) |
Questions Question
Y/N Question . agree
Repetition understand
Request convinced
Opinions Cpinion . accept
Compliment . interested
Desire not convinced
Will uncertain
Thanks negative
) ‘Apology i ‘repeat
Negative Objection . self-convinced
Complaint noticg
Advice Advice ., thinking
(offering) Command unexpected
{or) Suggestion " surprise
(seeking) Offer ‘ © doubt '
i Inducement ~ impréssed:
Information | Give Information- sympathy. .
Reading . compassion
| Introduce Self . . . other . .
Introduce Topic exclamation , |
Closing i listening
Greetings Greetings T
- Talking to Self
Asking Self
Checking Self
Other | Neotice
Laugh
Filler
Disfluency
Mimic :
Habit, ...
Response*
Backchannel* .

discourse move or a speech act (in a pertiaps wider and more
detailed sense than Searle [3 1] defined. See for example the
list in Table 1).

The feature Self refers to (a) the state of the speaker
and (b) his or her interest in the content of the utterance. For
example, a healthy, happy, person is likely to speak more
actively than an uphealthy or miserable one. One who is
interested in the topic or highly motivated by the discourse
is likely to be more expressive than otherwise.

The feature Other refers to (a) the relationships be-
tween speaker and hearer, and (b) the constraints imposed
by the discourse context. A speaker talking with a friend is
likely to be more relaxed than when talking with a stranger,
but will also probably be more relaxed when talking infor-
mally, e.g., in a pub, than when talking formally, e.g., in a
lecture hall.

For ease of implementation in a practical speech syn-
thesis system, the Self and Other features can be simplified
to & scale of four values each (e.g., plus/minus active &
motivated, and plus/minus friend & friendly, respectively).
However, the Event feature (e.g., a greeting such as “Nice
day, isnt it!” or “Good morning”, “Sleep well?”, etc.) which
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Table2  Basic utterance types for the ‘AE’ componeiit. (see Table 1 for
a more complete hst of discourse events as determmed from annotation of
the ESP corpus)

offering

: [ seeking
I-type interrogative decldrative
A-type || back-channel | exclamative

is used phatically, i.e., not for its lexical meaning but rather
for display of speaker-state and speaker-listener relations,
can be selected from a wider range of choices accordmg to
the contextual constraints described above.

-Table 2 represents the Event feafure by a sunphﬁed
two-by-two matrix. Here, as with our annotation of the ESP
cotpus;-cach utterance is first categorised in terms of its di-
rectionality; i.e., whether it functions for giving or getting,
and then in terms of its modality, i.e., whether prunarlly of
I-type or of A-type.

5. Corpora or Databases for Research

The heading of this section poses a question. To date, by far
the majority. of speech research has been based on databases,
specifically produced for the purpose of illustrating one as-
pect of interest according to sound Newtonian principles.
Very- little research (except in the closely related fields of
text processing) has been based upon analysis or modelling
of corpora. For a long while, this was largely accountable as
being due to cost limitations, but this is no longer the case.
Perhaps as scientists, or engineers, we have become stuck in
a rut; and prefer the relative safety of a controlled database '
to the s savage feroc1ty of a raw corpus? - :

Corpus or Database?

A database is a purpose-built collectlon of structured tokens
a corpus is a collection of naturally-occurring samples. from
which a database can be constructed. : The difference can
be explained as one of top-down vs bottom-up design. A
databage is controlled; specifically designed and constructed
to contain useful tokens, being usually relatively. small or
constrained in size. The contents of a corpus, on' the other
hand; are by definition not designed, but collected from pre-
existing materials exhibiting no inherent order cther than
that which emerges from the data themselves. A corpus can
be focussed on a single feature (e.g., conversational speech,
or sports or financial news) but its content should not other-
wise be explicitly controlled or contrived. It must be large
enough to be representative and to allow trends and patterns
to be found from an analysis, but above all it should be nat-
ural — a corpus of read-speech, for example, would be con-
sidered suspect if the speech it contained- were to be read
for the purpose of building the corpus 1tse1f rather than for
some other explicit purpose

5.2 Corpora for Speech Synthesis

So-called ‘corpus-based’ speech synthesis is perhaps there-
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fore a4 contradiction in terms; the source of units from which
it is generated should properly be called a database, since it
is nsually purpose-built (often read from a prepared script or
lists of ‘balanced’ séntences) and produced with the specific
aim of illustrating a predetermined set of (usually phonetic
or linguistic) features.

‘However, corpus-based speech synthesis has a long
history, dating from before the nineteen eighties. Until then,
synthesis by rule was the dominant paradigm, with low-
footprint systems predicting not just the prosody but the en-
tire speech waveform characteristics as well. Olive [32]-
[34] and Sagisaka [35] proposed using diphones and non-
uniform units respectively,- for concatenation, to produce
more natural-sounding synthetic speech. By utilising seg-
ments of .actul recorded speech, the important information
coded in the non-linear transitions between the phone cen-
tres could thus be incorporated directly, rather than being
modelled by interpolaticn in the synthesis.

Unfortuately, the signal-processing required for the
prosodic modification and inter-unit smoothing resulted in
a degtadation of quality such-that the resulting synthesis
- sounded almost as distorted as that produced by rule. Camp-
bell’s. subsequent introduction of prosody as a unit-selection
- parameter for concatenative synthesis resulted in much more
natural-sounding speech, but at the cost of a dramatic in-
crease in the size of the source database [36] [40].

53 Corpus Slze and Quahty

Treuds in recent years have Ieaned toward expanding the
scale of speech corpora because a larger-scale corpus en-
ables broader phonological and prosodic diversity, which in
turn results in improved sound quality. Commercial labs
developing concatenative synthesis systems are understand-
ably very sensitive about ‘the precise details of their tech-
nologies and reluctant to give out much information about
the size of their corpora, but from behind-the-scenes con-
versations it appears that a source database containing more
than 100 hours of speech would not be considered unusual
for a commercial-quality system,

However, increasing the corpus size results in increas-
ing costs for development of speech synthesis systems, in-
creases the footprint of the synthesiser, and reduces the flex-
ibility in number of voices that can be synthesised. Research
is therefore being carried out in order to quantitatively clar-
ify the relationship between sound quality of the synthesized
speech and corpus scale, and to develop methods of design-
ing speech databases to determine the necessary content of
a speech corpus when a target domain and a corpus scale are
given [41]. '

The Japan Science & Technology Agency has recently
funded a large corpus collection to produce resources for
future synthesis research [44]. Being non-commercial, it
can focus on capturing the realities of actual spoken con-
versations rather than limiting the collection to any one do-
main or speaking style. Whereas the top-down database de-
sign of the commercial systems produces a small and bal-

-speech synthesis.
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anced source of speech units, there is a danger that the con-
trolled environment and design of such recordings will limit
the ability of the system to producing only formal speaking
styles and render it incapable of modelling the characteris-
tics of less formal interactive speech.

6. Synthesising Conversational Speech

Table 3 illustrates the flow of processing in traditional
Table 4 contrasts this with the flow
required for synthesising conversational speech. In con-
ventional systems, whether text-to-speech or concept-to-
speech, the input is usually text-based, and the difference
lies in the degree of annotation available to the synthesiser
to help predict the syntactic and semantic relationships that
render the text intelligible as speech.

. Input is parsed to produce an unambiguous pho-
netic specification and a set of features that determine the
prosodic realisation of the utterance. From this cleaned-up
text, a numerical specification of the prosody can-be ob-
tained, and this is used as a guide to the unit selection. The
prosody prediction is limited to information that can be ob-
tained from the text analysis and any markup that may be
provided with the input. Currently (see for example the lat-

TFable 3  Flow of processing in traditional speech synthesis (e.g.. small
CHATR, suitable for I-Type utterances). Input textis parsed for its syntactic
and semantic content before prosody is predicted and a waveform generated
by concatenation of small (typically sub-word) units.
. P
. Input Processing
U
TP
" Text Processing
4
PP
Prosody Processing
3

WP
‘Waveform Processing

Tabled4 Proposed flow for conversational speech synthesis (AESOP —
required for A-Type utterances). The combination of Affect and Event is
selected as the independent variables in the synthesis process. Context in-
formation (Self & Other) modify the result and determine the filters re-
quired for selection amongst the multiple phrasal realisations available in
the corpus, Qutput is by replay of the entire phrase-sized corpus utterance,
AE
Event Specification
!
S0
Context Modification
y
PF
Speaking-Style Filtering
i :
PS
Output-Phrase Selection
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est w3 proposals for speech markup at [42]) this is limited
to low-level features, such as pitch range and speaking rate,
and allows little control of voice quality other than can be
specified by name, age, and gender (male, female, or neu-
tral). No provision is made for the use of laughter or smiling
voice, which, as noted above, are important in interactive
situations.

By contrast, the first level of input for synthes1s1ng
A-Type utterances is the combination of Affect and Event,
specifying the AE component. This determines the nature
of the utterance, which is preferably not specified directly
as text, but rather inferred flexibly by consideration of the
‘AE’ component in conjunction with the ‘SO’ layer of con-
text modification. Togethet, these two levels of processing
determine the prosodic and voice-quality filters that con-
strain the selection of a subset of candidate utterances from
the corpus. For example, there may be several thousands
of tokens under. the category ‘greeting’ in the corpus,. but
when constrained by e.g., warm & friendly & interested &
relaxed prosodic filtering (‘PF’) thé umber of candidates is
reduced to several tens of tokens. The final stage of phrase
selection concerns continuity; to match the overall charac-
teristics of a given utterance to those of the previous and fol-
lowing phrases so that the output speech does not dppear to
come from different speakers, as it might if segments from
two completely different utferance contexts were sclected
for contiguous replay. ‘

Since phrase-sized utterances can be extracted whole
from the corpus, there is no longer any need to model the lin-
guistic prosodic characteristics, and the ‘target-cost’ typical
of unit-selection is replaced by the selection constraints of
the prosody-based PF stage. This results in extremely high
naturalness in the ‘synthesised’ speech, but the mappings
between higher-level perceptual (AESO) features and their
acoustic characteristics is crmcial to effective affect control
in the synthesis. The ‘target-cost’ is not removed, but shifted
higher up the perceptual scale from linguistic to paralinguis-
tic levels.

This system has been implemented in Perl and se-
lects utterances with no noticeable delay. Samples of this
conversational speech synthesis can be heard (and com-
pared with CHATR synthesis from the. same speaker) at
http://feast.his.afr,jp/AESOP.

6.1 Specifying Affect & Event

The task of synthesising A-Type conversational speech ut-
terances from a very large expressive speech corpus is very
different from that of synthesising an I-Type utierance using
a concatenative synthesiser such as CHATR [39]. In the for-
mer case utterances can be used intact, whereas in the latter
they are made up of small, typically phone-sized, segments
selected from other Jarger utterances. The task of conven-
tional concatenative synthesis (as with the CHATR method)
is to select speech segments for concatenation such that they
both join well together (i.e., with no perceptible concatena-
tion discontinuities) and at the same time fit the intended
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prosodic contour(s) closely (i.e., with no perceptible target
mismatches). '

However, since whole phrase-sized utterances form the
basic units- of the proposed A-TFype conversational speech
synthesis, the problem is not one of concatenation discon-
tinnities (since the units are typically separated by a pause
or a prosodic break) but rather with determining which of
many categorically similar but affectively distinct tokens to
use for the actual synthesis; i.e., to'minimise the target cost
when the target is psychol()glcal rather than acoustlca]ly de-
termined.

Table 5 sumimarises the flow of Affect/Event determi-
nation. The input-level user-interface component of our AE-
SOP synthesis system is still under active development and
is liable to change, but the flow is determined as follows:

First, the precise wording of the Event is preferably un-
determined, leaving freedom for the selection -of the most
appropriate utterance which matches the set of target spec-
ifications: These are-constrained by the combination of
CLASS (greet, confirm, complain, filler, laugh, hedge, ac-
cept, decline, etc.,) and VARIANT Chappy, sulky, warm;
friendly, relaxed, distant, etc.,) in order to select the initial
subset of candidate TOKENS from the corpus from which
we choose an optimal token according to contmulty con-
straints.

There may not be any randomness at all in human
speech variations, all of which can be perceived as mean-
ingful, but an extreme flexibility of expression was found
in the ESP corpus. Of approximately 75,000 A-Type utter-
ances, we found an average of 25 tokens each from almost
5,000 classes of *grunt’ (see Table 6), many differing to only
a small degree. For example, understanding or realisation
might be expressed by ‘eh’, ‘ah’, ‘oh’, or more likely ‘ehe-
heh’, ‘eheheheh’; ‘hehhehheh®, ‘hahahahahaha’, etc., with
repetitions of up to twenty syllables depending on the de-
gree of famj]iarity, understanding, forma]ity, ete;, and by- re~

Table 5 Flow of u.mt selecuon control for A-’I‘ype conversanonal utter-
ances: a seres of filters produces the final set of cand1dates )
CLASS
$ ‘
speech & discourse actfevent
: predict lexical choice of utt
4

VARIANT

mood; emotion & politeness
filters utt-level cands
U
TOKENS
. ¢
overall vocal settings
as final candidate filter,
u
SPEECH
hI3
selection of optimal
waveform for cutput
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Table 6 Counts of non-verbal utterances in the transcriptions for one
speaker in the ESP corpus. Transcribers are encouraged to break ut-
terances into their smallest components (one-per-line) while maintaining
sense groups intact. Utterances labelled ‘non-lexical’ consist mainly of
sound sequences and combinations not found in the dictionary, but may
include common words such as “yeah”, “ch”, “nhuh”, ete.

number of utterances transcribed 148772
number of unique lexical utterances 75242
number of non-lexical uiterances 73480
number of non-lexical utterance types 4492 -
proportion of non-lexical uiterances 49.4%

quiring the user to input a string of text to specify such an
utterance (or worse, to be constrained to only only or two
variants) would be to ignore a very large part of the corpus.
ie., to fail to faithfully represent the observed variations in
the actual situated speech.

It has been confirmed that even w1thout discourse con-
text information, the- intended meaning of many of these
utterances can be perceived consistently- by listeners even
when presented in jsolation. In many cases, the intentions
underlymg the utterances can be appropnately and consis-
tently paraphrased even by listeners of completely different
cultural and linguistic backgrounds [22], [43]..

It 4s clear from the numibers shown in Table 6 that
spedkers and listeners must’ share a protocol fot the com-
munication of affectlve 1nformat10n that can be interpreted

in place of, or in line with, the more well-formed I-Type ut- -

terances that are produced for the communication of propo-
sitional content. That the listener can interpret a grunt (for
lack of a better term - since these non-lexical social utter-
ances are not all well descnbed as interjections) in ways that
the speaker apparently mtended implies that the currently-
held hngms’uc—based assumptions of communication being
signalled by semantic elements functioning within a syntac-
tic framework is 1nadequate for. modelling the full range of
initeractive speech communication. Yet all speech- technol-
ogy and language processmg'systems are st111 based largely
DO a‘textual representatlon of the speech.

6 2 Future Work

Although the entire corpus has been manually transcribed,
only a relatively small | poruon of it (less than 10%) has
been annotated by perceptual observation for discourse-act
and speaker-state labels. ~-However, we are currently clas-
sifying the remaining utterances based on a combination of
theit text and acoustic charactensﬂcs by statistical and selm—
automatlc methods.

. The exact mapping between many of the affective
states and the acoustic or textual characteristics of the A-
Type utterances is still unknown, and is being discovered by
a process of trial-and-érror, both through statistical analyses
and'classification attempts, and by listening to the output
of the synthesiser for given input combinations. However,
given the flexibility cbserved in the natural speech, we are
optimistic that a similar flexibility can be taken advantage
of in the synthesis, since the listener although not a mind-
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reader is an active participant in the dialogue. Qur conver-
sational robot {or speech-impaired person) can serve several
brief ntterances as in a game of conversational tennis, steer-
ing the discourse gradually in the desired direction by use
of a series of conversational grunts and common phrases in
much the same way as we imprecise humans do in our daily

- spontaneous interactions.

7.. Discussion

This paper opened by conirasting Newtonian approaches
to scientific analysis with more recent statistical trends. It
claimed that carefully controlled data, with features held
constant and only one variable changing at a time, is not
representative of living speech, where many features are si-
multanecusly varied to express a highly complex linguistic
and interpersonal social message. Large corpora of natural
unrestricied speech allow us to examine these multidimen-
sional facets both ir situ and in vivo.

We can learn much about speech by studying its pro-
cesses in a controlled laboratory enviromment, but if we
are to synthesise speech for an interactive situation, where
a synthesiser takes part in a conversation with a human,
such as in customer-care applications, aids for the vocally-
handicapped, robotics, and games, then we need to incorpo-

. rate more than just lingnistic information and begin to model

the interpersonal aspects of spoken interaction. This can
only be done if we have access to natural and representa-
tive corpora of living speech from ecologically-sound social
environments. ]

The early generations of speech synthesisers employed
algorithms to predict the acoustic characteristics of the
speech waveforms, and succeeded in mimicking the pho-
netic properties of speech to the extent that the message was
completely intelligible, although not necessarily recognis-
able as a human voice. Later generations employed record-
ings of actual:speech signals as the source for the out-
put waveforms; concatenating small (typically phone- or
diphone-sized) segments and modifying their prosody to
match the requirements of the desired output speech. Be-
cause of damage caused by the signal processing, the natu-
ralness of the speech was reduced, although its intelligibility
was improved.’ '

More recently, speech synthesis systems have made
use of very large databases of actual speech, selecting seg- -
ments for concatenation that embody both the phonetic and
the prosodic characteristics required. In this way, the orig-
inal speaker characteristics are preserved and the speech is
not just meaningful but also recognisable as an identifiable
human voice. However, most such systems are currently
still limited to a single speaking style, as they typically
use studio recordings of carefully read speech, often from
trained professional speakers, as the source of their wave-
forms. “While adequate for annouficements, these source-
speech databases include little of the variation encountered -
in conversational speech, and synthesisers using them are
not yet capable of reproducing expressive conversational .
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speaking styles.
8. Conclusion

This paper has described our approach to the synthesis of
conversational speech, based on analysis and use of a very
large corpus of natural daily interactions recorded over a pe-
riod of severa years.

The paper has outlined developments in speech synthe-
sis and shown how it has progressed from the modeiling of
individual phonemes, through incorporating detailed knowl-
edge of the inter-phonemic transitions, to the use of corpora

as a source of large chunks of speech. In paralle]l with this-

progression, the role of prosodic information has progressed
from that of a boundary and focus marker to one of display-
ing fine details of speaker state and speakcr—hstener relation-
ships. :
We have shown that as the corpus increases in size and
naturalness, so the synthesis process moves from reproduc-
tion of sound sequences for the representation of linguis-
tic information, to the reproduction of speaking styles and
voice quality for the expression of discoursal and interper-
sonal affective content.

By using a very large corpus of natural speech as a
source for the selection of uiterance-sized waveform seg-
ments, we have shown that it is possible for a synthesiser to
express the same types of information and in the same ways
that a human speaker does in normal everyday speech com-
munication. The efficient collection of more such corpora
remains as a challenge for future work.
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